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ABSTRACT 
Graphs are common charts used to represent the topological rela-
tionship between nodes. It is a powerful tool for data analysis and 
information retrieval tasks involve asking questions about graphs. 
In formative study, we found that questions for graphs are not only 
about the relationship of nodes but also about the properties of 
graph elements. We propose a pipeline to answer natural language 
questions about graph visualizations and generate visual answers. 
We frst extract the data from graphs and convert them into GML 
format. We design data structures to encode graph information and 
convert them into an knowledge base. We then extract topic entities 
from questions. We feed questions, entities and knowledge bases 
into our question-answer model to obtain the SPARQL queries for 
textual answers. Finally, we design a module to present the answers 
visually. A user study demonstrates that these visual and textual 
answers are useful, credible and and transparent. 

CCS CONCEPTS 
• Human-centered computing → Visualization; Natural lan-
guage interfaces; • Information systems → Question answer-
ing; • Computing methodologies → Machine learning.
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1 INTRODUCTION 
Graphs are common visualizations to analyze topological data and 
answer questions when users facing decision-making tasks. How-
ever, it is not an easy task for users when there are many complex 
analytical questions about graphs. First, users need to understand 
the question before observing graphs. When observing the graph, 
users also need to understand the legend and textual information, 
perceive graphical data, analyze the community, calculate the de-
gree values of the data, and other steps according to the diferent 
questions. 

There are already some natural language systems for automatic 
chart question answering to help users analyze charts and answer 
questions faster. However, most of the existing work [35, 42] fo-
cuses on simple visualization charts such as scatter charts, line 
charts, and bar charts. These charts are easy to be converted into 
tabular data, which adapt to the tabular question answering sys-
tem [54]. The graph visualizations are commonly used to represent 
the topological relationship between nodes, such as the character 
relationships in novels. People usually analyze data and answer 
questions through graphs. In formative study, we fnd that users 
ask questions with graphs not only about the topological relation-
ships of nodes, but also about graph properties such as node degrees, 
graph communities, etc. It is difcult to convert graph visualizations 
into tabular data as bar charts, because graph visualizations include 
more attributes and graph data are not two-dimensional structures. 
Besides, most of the existing automatic question-answering sys-
tems use textual information to answer [35], which is dull and 
deviates from the original intention of visualizing the data of charts 
vividly. The visual answers are more convincing than textual an-
swers [42]. We design a set of rules to visualize the answers and 
output graphical explanations. 

We present a novel pipeline GVQA (Graph Visualization Ques-
tion Answering) to answer the questions about graph visualizations 
and generate visual answers automatically. We frst convert the 
graph visualizations into standard GML [20] formats. We then ex-
tract the graph data and the visual attributes from the GML. Based 
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Figure 1: GVQA system interface. (a) The metadata of the graph visualization including name, semantics for essential elements 
and relations of the graph like nodes, edges, and community; (b) The graph visualization question answering panel. We highlight 
the query answer of the question in the graph visualization with a confgurable and exportable force-directed layout; (c) Graph 
element tooltip. The tooltip will be visible when the user cursor hovered on the nodes or edges, providing users with their 
detailed properties; (d) The textual answer panel, providing users the readable answer and how our system queried the answers 
from our knowledge base; (e) The auxiliary answers panel. Providing rankings or entity details for further graph data analysis. 

on the characteristics of graphs, we design the data structure of 
graphs and convert them into a KB (knowledge base). We also de-
sign an expansion module for the knowledge base to answer the 
questions with semantics and questions about graph analysis. Our 
question answering model is based on the BERT module [15] and a 
reinforcement learning model proposed by Das et al [14] in an end-
to-end manner. We specifcally design the aggregation operations 
according to the questions about graph visualizations. 

We conducted evaluation experiments on a real-world corpus 
with 561 graph-question pairs compared with a knowledge based 
question answer model for web questions [36], and the results 
show that our design improved the ability to answer questions 
about graph visualizations. We also show three cases of graph 
visualization analysis and large network analysis. In addition, we 
conducted a user study to demonstrate that visual answers are 
more persuasive than textual answers. Our experimental results 
and user study show that our method has application potential in 
automatically question answering about graph visualizations. Our 
contributions include three aspects: 

(1) We defne a new problem of question answering about graph
visualizations.

(2) We propose a pipeline to answer diverse questions about
graph visualizations and generate visual and textual answers.

(3) We build a natural language question answering interface to
facilitate user’s analysis of graphs.

2 RELATED WORK 
Our work is mainly related to three aspects: natural language inter-
faces for visualization, visual question answering, and knowledge 
base question answering. 

2.1 Natural Language Interfaces for 
Visualization 

Natural language interfaces for visualization have gained increas-
ing popularity and attention [5, 60]. These interactive systems 
usually take natural language as input and visualization as out-
put [16, 35, 47, 64]. Users can input natural language in many ways, 
such as characters [16] with a keyboard, audio [64] with a micro-
phone, text selected in an article [47], or textual defnition [35]. This 
system usually outputs results by creating new visualizations [16] 
or highlighting parts of existing visualizations [21, 59]. These in-
teractive systems are useful for annotations [11, 12, 35, 42, 57, 61], 
telling stories [67] and generating visual natural language descrip-
tions [43, 53]. NL2VIS is research [45] in the feld of database design 
visual structured query language similar to database SQL (struc-
tured query language) for visual codes in recent. Huang et al. pro-
posed FlowNL [26], an interface for asking the fow data in natural 
language. Badam et al. [2] proposed Elastic Documents to visualize 
the links between tables and charts. Interactive document read-
ers [30, 33] focus on the links between tables and texts. Most visual 
analysis systems focused on charts that can be converted into tabu-
lar data, such as pie charts, bar charts, line charts, and scatter plots. 
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Table 1: The corpus of our visualization graphs with questions. We provide an example below the number of each question type.

Question Type Lookup Compositional Total

Semantic
111 (19.79%) 113 (20.14%)

224 (39.93%)
What scientists collaborated with Pildis, RA? Which scientist has the most collaborators?

Structural
104 (18.54%) 233 (41.53%)

337 (60.07%)
What are the nodes that link with Pildis, RA? Which is the node with the highest degree?

Total 215 (38.32%) 268 (61.68%) 561

Only a few works focus on network graphs, Orko [65] is a visual
system that pioneered the application of NLI to graph exploration,
while our research focuses more on automatic question answering
of graph analysis, such as some graph properties. According to our
formative study in Sec. 3, the collected questions have more struc-
tural compositional questions than the semantic lookup questions
that Orko focused on. For example, the question shown in Fig. 1
is a structural compositional question which usually exists in the
graph analysis. Besides, our work also adopts a different approach
from Orko, the knowledge base.

2.2 Visual Question Answering
Visual question answering is a semantic understanding task that
aims to answer some questions based on given visual charts and
legends. This is different from visual question answering in com-
puter vision, which focuses on images that are not natural objects
but visual charts. Such tasks require separate coding and mixing
of visualizations and questions to generate answers [46]. Kim et
al. [31] proposed a visual question answering pipeline based on a
semantic parsing model named Sempre [54, 76] to automatically
answer questions about charts and generate explanations for why
the answer was generated. There are some works [10, 27, 28, 46, 62]
using the OCR module to extract textual information in infograph-
ics for answer generation. These works mainly focus on bar charts,
scatter charts, line charts, etc. They are relatively easy to convert
into two-dimensional tabular data then graphs. Our work focuses
on automatic question answering of topological network graphs,
which are difficult to convert into tabular data because of contain-
ing many visual attributes. There are also some works focusing on
scientific diagrams [29, 30, 74], such as the AI2D datasets. This type
of data is actually the target of natural images, not visualizations.
Questions about scientific diagrams are simple multiple-choice
questions that only ask about the relationships between different
targets. In contrast, our work focuses more on node relationships.
In addition to the relationship between nodes, our questions also
contain the community structure, node degree and the others which
are unique and usual questions for the visualization graph.

2.3 Knowledge Base Question Answering
Knowledge base is an emerging application in visualization. Most
research used knowledge base in visualization recommendation [17,
40]. KBQA (Knowledge Base Question Answering) aims to answer
factual questions from a knowledge base. They have received much
attention in recent years [22, 41, 56]. Early knowledge base question
answering work mainly focused on some simple questions with a

single relationship [8, 73]. In recent years, knowledge base question
answering work has developed towards complex question datasets,
which is also due to the fact that real problems are often complex.
The complexity is mainly reflected in two aspects: The first one is a
single relation with constraints [44, 72], such as “where was the first
ACMCHI Conference held?”. There is only one relationship “location”
between the answer entity and the topic entity “ACM CHI Confer-
ence” in this question, but the limitation word “the first” has been
added. Existing methods use staged queries, first identifying single-
hop relational paths and then adding constraints to them to form a
query graph. Second, in the question with multi-hop relationships,
such as “who is the subcommittee chair of the Visualization field of
CHI2023?”, in this question, the answer entity needs to go through
the two-hop relationship of “Visualization field” and “subcommittee
chair” to connect with “CHI2023”. The major challenge of this type
of question is to limit the search space. Some existing work [13, 37]
proposes to limit the search space by considering only the best
matching relationship instead of all relationships when expanding
the relationship path. There are also some studies [36] that combine
both methods to handle more complex questions. Knowledge base
question answering is previously applied to question answering of
huge relational databases or knowledge graphs in the real world,
while our work focuses more on applying it to question answering
of network graph visualizations.

3 FORMATIVE STUDY
We conducted a formative study to understand what questions peo-
ple would ask about graph visualizations and how they ask them.
We first built a corpus containing 16 graph visualizations (13 undi-
rected graphs, 3 directed graphs), which came from the network
dataset collected by Mark Newman [52]. We then recruited 40 vol-
unteers (𝜇𝑎𝑔𝑒 = 28.8 years). Each volunteer has more than 2 years
of experience researching graph theory or visualization. Before
participants were asked questions, we spent 30 minutes explain-
ing what each graph represented to ensure they comprehended
these graphs. Each participant was then allowed to ask up to two
questions per graph visualization. Since the graphs are mutually
independent of each other, the order we presented these graphs to
the participants is randomized.

We ruled out subjective questions like “Can you output my fa-
vorite character in the graph?” with the help of 3 graph visualization
experts (more than 5 years of experience in graph visualization).
We finally collected 561 valid question-answer pairs. We found
that in terms of the answer type, the questions are primarily di-
vided into two categories: Lookup and Compositional. We define
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Figure 2: The pipeline of GVQA including fve modules. 

a question to be lookup if its answer can be found directly within 
the graph data. These are typically simple questions that only re-
quire information from the GML fles, such as asking for a node’s 
neighbors. Compositional questions, on the other hand, require 
knowledge base expansion (Sec. 4.2) or aggregation (Sec. 4.4). For 
example, “What is the node with the lowest degree centrality?” needs 
a superlative value aggregation. Compared with other charts, we 
found that participants usually ask about the properties that are 
not in the original graph data but are often used in graph analysis. 
For example, 118(21.03%) questions are related to the community, 
and 103(18.36%) questions are related to the properties of the node. 
This indicates that there are more properties involved in graph 
visualizations than in other charts such as bar and line charts. 

Additionally, inspired by Srinivasan et al. [65] and Zhao et al. [77], 
we classify questions according to their utterance into two types of 
questions: Semantic and Structural. A semantic question is one that 
is related to the meaning and context of the graph, while a structural 
question focuses on the properties of the graph itself, without regard 
for the graph’s specifc meaning or semantics. For example, for 
the character relationship [32] in the novel Les Misérables, there 
are Semantic questions containing the background story of the 
graph visualization like “How many characters coappeared with 
Valjin?”, and Structural questions like “How many nodes does the 
graph have?”. 

Our formative study reveals that participants tend to ask more 
Structural (60.07%) and Compositional (61.68%) questions than 
Semantic (39.93%) and Lookup (38.32%) questions, respectively. 
This indicates that people prefer to ask Structural questions that 
are more concrete and defnitive, while we also fnd that there there 
is a wide range of utterances asking for graph properties in Seman-
tic questions. In terms of the answer type, we fnd that Lookup 
questions were primarily asked about nodes, while Compositional 

questions were primarily asked about community belongings and 
properties of nodes with aggregations. This suggests that users are 
interested in not only the basic properties of the nodes in graph vi-
sualizations but also the relationships and patterns of nodes, edges, 
and communities within the graph. The composition of these ques-
tions and some examples are shown in Table 1. After verifying that 
the answers to the questions in our corpus are correct, we use these 
561 graph-question pairs as our evaluation dataset. The datasets 
are included in the supplementary materials for further research. 

4 METHODS 
Our goal is to answer the questions about graph visualizations 
and output visual answers. The traditional method [35] is only 
appropriate for simple charts, such as bar charts and line charts. 
Graphs have more visual attributes and relation data than the above 
charts. It is hard to convert graph visualizations into tabular data. 
To solve these problems, we design a pipeline to convert graphs 
into knowledge bases and apply a novel reinforcement model [14] 
to adapt it to visualization question answering. 

We propose a pipeline named GVQA, which automatically an-
swers the question about graph visualizations and generate visual 
answers. Figure 2 shows our pipeline. The pipeline includes fve 
components:(1) extract primitive triplets and builds knowledge 
bases, (2) knowledge base expansion, (3) topic entity extraction, (4) 
automatic question answering, and (5) visual answer generation. 

4.1 Extract Primitive Triplets and Build 
Knowledge Bases 

Graph visualizations generally consist of topological relationships 
and visual attributes [50]. The visual attributes of graphs include 
color, edge width, node area, node position, etc [63]. GML [20] 
(Graph Modelling Language) is a portable fle format for graphs 
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with simple syntax and high fexibility. Graph data can be stored in 
many formats and can be easily converted to GML, and GML can 
also be easily converted to other formats. A KB (Knowledge Base) 
represents a repository for storing knowledge [69]. We typically 
use a set of triplets to represent a KB. They are written as K = 
{(ℎ, �, �) |ℎ, � ∈ E, � ∈ R}, where ℎ represents the head entity, � 
represents the relation, � represents the tail entity, E represents the 
entity set, and R represents the relation set. 

In the frst step, we convert the input graph to GML format 
and extract topological data and visual attributes. Then, we design 
a data structure in the form of KB triple for graph visualizations. 
These data originally existed in GML, so we call the extracted triples 
as primitive triplets. 

Convert Graphs into GML. There are many formats of graph 
visualizations. The formats of these graphs are generally divided 
into two types. The frst type is in vector format, such as visual-
izations designed by D3 [9], G6 [70], E-Charts [39], etc. For this 
type of graph, we can easily parse and deconstruct their JavaScript 
code to automatically extract data [18]. The other type is in bitmap 
format, which is more commonly seen in real cases. For these graph 
images, we use VividGraph [63], a state-of-the-art method for au-
tomatically extracting graphs, to extract the original data of graph 
visualizations. We then convert the data into GML formats. 

Extract Graph Data. Given a visualization graph in GML for-
mats as shown in Figure 3, the graph category includes two main 
types of category, node and edge. We frst convert all nodes into 
entities. According to diferent naming strategies, we assign the id 
or the label of the nodes to the name of entities. We then convert all 
edges into relations. For example, the edge in Figure 3 represents 
that the node “Myriel” links with the other node “Napoleon”. We 
then add a triplet <Myriel><Relation><Napoleon> to the KB. In this 
example, the graph is an undirected graph, so we also add a reversed 
triplet <Napoleon><Relation><Myriel> to our KB. 

Extract Visual Atributes. Graph visualizations have a large 
number of visual attributes (e.g., color, area, position, shape) of 
nodes and edges. We convert the attributes into entities and add a 
relation with the node entities. In addition to the visual attributes 
of nodes, edges also have visual attributes such as color, width, 
etc. In most of the designed KBs, edges exist only as relations in 
triplets. We specifcally convert edges into entities into the KB as 
well. Then we can add the visual attributes of the edges <Edge 
Entity><Attribute><Value> to the edge entities. For example, the 
weight of edge connecting “Myriel” and “Napoleon” is 1, as shown in 
Fig. 3. The <Edge Entity> is “Myriel and Napoleon”; the Attribute is 
“Weight”; and the <Value> is 1. Since there are some visual attributes 
(e.g. background color) that are specifc to the whole graph, we 
treat the whole graph as an entity and insert it into our knowl-
edge base. We then establish connections between the graph en-
tity and the graph members by adding the relations (<Graph En-
tity><Relation><Node Entity> and <Graph Entity><Relation><Edge 
Entity>) from graph entities to all node entities and edge entities. 
Since not all graph visualizations have complete visual attributes, 
we only convert the visual attributes it has when building the KB. 
If semantics are included in the GML, we will further extend our 
KB by the method introduced in Sec. 4.2. 

graph [
node [

id 0 label "Myriel”
graphics [

center [ x "0.42" y "-0.35" ]
w "10.00" h "10.00"
type "circle" fill "#ff0000”

]
group 0 semantic "character"

] ......
edge [

source 0 target 1 value 1
graphics [

type "line" arrow "none"
Line [

point [ x "0.42" y "-0.35" ]
point [ x "0.63" y "-0.45" ]

]
]
semantic "coappeared with"

] ......
]

Figure 3: The samples of the graph visualization in GML for-
mats. This format has the greatest keyword graph (red keys) 
with child objects node and edge (green keys) in no partic-
ular order. There are graph data (golden keys) and visual 
attributes (blue keys including x-position, y-position, width, 
height, shape, color, etc.) in the formats. This is an example 
of an undirected graph. A directed graph is stored in the same 
format but with an additional directed attribute specifed in 
the graph. 

Table 2: The data structure of the knowledge base. The enti-
ties, and primitive triplets are extracted from the GML. The 
derived triplets are computed and generated by primitive 
triplets and other derived triplets. 

Entities

<Graph Number> <Name>

<Node Number> <Name>

<Edge Number> <Name>

Primitive 

Triplets

Graph Data

<Node Entity> <Relation> <Node Entity>

<Edge Entity> <Relation> <Node Entity>

<Graph Entity> <Relation> <Node Entity>

<Graph Entity> <Relation> <Edge Entity>

Visual Attribute
<Node Entity> <Attribute> <Value>

<Edge Entity> <Attribute> <Value>

Derived 

Triplets

Semantic

<Node Entity> <Semantic Relation> <Node Entity>

<Edge Entity> <Semantic Relation> <Node Entity>

<Graph Entity> <Semantic Relation> <Node Entity>

<Graph Entity> <Semantic Relation> <Edge Entity>

Graph Analysis

<Node Entity> <Property> <Value>

<Edge Entity> <Property> <Value>

<Community Entity> <Property> <Value>

<Community Entity> <Relation> <Node Entity>

<Community Entity> <Relation> <Edge Entity>

<Graph Entity> <Property> <Value>

<Graph Entity> <Relation> <Community Entity>

4.2 Knowledge Base Expansion 
In our formative study, we found that the questions people asked 
about graph visualizations are diverse and complicated. In order to 
answer more kinds of questions and improve the generalizability 
of our system, we designed a KB expansion module in our pipeline. 
We refer to these triplets computed and generated by primitive 
triplets and other derived triplets as derived triplets. There are two 
aspects of extension, one is the semantic extension, and the other 
is graph analysis extension. 

Semantic Extension. Semantic extension is introduced for two 
purposes. The frst purpose is to handle basic semantic questions 
caused by synonyms. For example, the question “How many nodes 
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does the graph contain?” is equivalent to “What is the number of 
nodes included in the graph?” in semantics. To address the frst issue, 
we introduce the standard BERT model [15] in the question-answer 
model to obtain the context information in the question to solve. 
Our system also utilizes predicate aliases, which is the synonymous 
utterances for relationships. Specifcally, we use WordNet [48] to 
frst fnd all synonyms for “include” and “connect”, and artifcially 
designated multiple aliases for the relations. 

The second purpose is to handle questions with domain-related 
utterances. Given a graph with background stories and concrete 
meanings, people will ask questions syntactically, but the answer is 
still derived from the entities and properties of the graph. For exam-
ple, people will ask “Who coappeared with Myriel?” for a graph of 
co-appearance relationship. Its underlying graph analysis question 
is “What nodes does Myriel link with?”. To address the second issue, 
our system utilizes a semantic description fle containing confg-
urable semantic information. This description fle can be populated 
beforehand by graph providers, and can also be updated by users 
with an editor interface (as shown in Fig. 1a) to expand semantic 
information. Confgurable objects including graphs, nodes, edges, 
and communities. All <relation>s can be artifcially specifed with 
any number of <semantic relation>. For example, graph providers 
can specify two aliases “coapperance with” and “knows character” 
for “link with” relationship, and our system will add two triplets 
using aliases into the KB. With this approach, we can extend the 
semantic understanding capabilities of our system while delivering 
high semantic extensibility that can be dynamically updated. 

Graph Analysis Extension. Diferent from other types of charts, 
people often use terminologies (e.g., in/out-degree, community) 
from graph theory to analyze graph visualizations [77]. When the 
original graph data do not include these attributes, we will calculate 
them and add them to our KB as visual attributes. We use Louvain 
algorithm [6] to detect the best community partitions for the graph. 
The Louvain algorithm is an efcient unsupervised heuristic algo-
rithm based on modularity optimization. The modularity can � be 
defned as: � �∑ 1 ��� � � � 

� = �� � − � �� , � � (1)
2� 2� 

�, � 

where �� � indicates the weight of Node � and Node � ; �� represents 
the weight count of the edges linked with Node �; �� denotes the � �
community that Node � belongs to. � �� , � � is set to 1 when Node 
� and Node � belong to the same community, or 0 when Node � 
and Node � belong to diferent communities. The Louvain algo-
rithm repeats the two steps of modularity maximization and node 
merging until the modularity no longer changes. We convert each 
community partition into an entity as a child of the graph entity. 
We also add the relations between the community entities and the 
member entities (node and edge entities) to the triplets. Similarly, 
we also calculate the commonly queried properties [77] including 
degree, degree centrality, clustering, the bridges contained in the 
entire graph and each community, etc. The rules of all triplets are 
shown in Table 2. 

4.3 Topic Entity Extraction 
Topic entities are tokens in the questions that are grounded entities. 
They will be used to generate query graph in later process. For 

What is the weight of the edge between Myriel and Napoleon?Input Question:

Step 1:
Named Entity 
Recognition Candidates: <Myriel, 0.9791>, <Napoleon, 0.9979>

Candidates: <m.node@myriel, 1>, <m.node@napoleo, 1>Step 2:
Token Matching

Step 3:
Edge Entity
Matching

Candidates: <m.node@myriel, 1>, <m.node@napoleo, 1>,
<m.edge@myranap, 1>

What is the weight of the edge between Myriel and Napoleon?

Step 4:
Graph Entity
Attachment

<m.node@myriel, 1>, <m.node@napoleo, 1>,
<m.edge@myranap, 1>, <m.grap@2y96ai, 0.4> Topic Entities:

What is the weight of the edge between Myriel and Napoleon
in the graph?

What is the weight of the edge between Myriel and Napoleon?

Figure 4: Topic entity extraction procedure. In Step 1, NER 
model outputs two named entities “Myriel” and “Napoleon” 
with confdence values of 0.9791 and 0.9979. In Step 2, we 
match the tokens in the questions with the entities in the KB. 
In Step 3, we use connectives to determine whether there is 
an edge topic entity in the question. In Step 4, we attach the 
graph entity to the candidates. 

example, “Courfeyrac” is a topic entity of the question “What is the 
number of people that coappeared with Courfeyrac?”. When receiving 
user input, the system will search for a query graph starting from 
the entity “Courfeyrac” to fnd candidate query graphs. Topic entity 
extraction will output the topic entity candidates T = {< �1, �1 >, < 
�2, �2 >, . . . } where �� is the entity name, �� is its confdence score. 
A confdence score is a decimal number between 0 and 1, serving 
as an indicator of how confdent the model is with its prediction. A 
higher value indicates a more confdent prediction for the result. 
We designed four steps for topic entity extraction to obtain T as 
shown in Figure 4. 

Step 1: Named Entity Recognition. We utilized NLP framework 
Flair [1] and the state-of-the-art 18-class NER model Flert [58] for 
named entity recognition. The NER model will output a prediction 
confdence score �̂  for each token detected as a named entity. �̂  is a 
probabilistic output value of the last layer of BiLSTM-CRF network 
used in the model [23]. We also use shallow parsing (chunking) 
model of Flair to extract noun phrases. We add them to token 
candidates to avoid missing some topic entities that are not related 
to named entities. We match these tokens with the entities in the 
KB. If entity � is matched, the tuple < �NER, �̂  > will be added to the 
topic entity candidates T . 

Step 2: Token Matching. To prevent the NER model from miss-
ing topic entities, we will frst tokenize the question and generate 
n-grams. N-gram is a contiguous sequence of n tokens from a to-
kenized sequence. Here we generate 1 to 4 - grams. We match 
all the n-grams with entities in the KB. If an entity � is matched, 
< �token, � = 0.5 > will be added to T . If the entity already exists in 
the set of entities generated by NER model with confdence score �̂ , 
we update the confdence score � := min(�̂  + 0.5, 1). 
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Aggregation Module

<Graph Entity>
m.grap@gw5ook

y
(multiple nodes)

<Relation>
graph.property.includes_node

argmax

x

<Relation>
node.property.degree Answer Entity

Aggregation
Result

<Relation>
node.property.connects_with

<Node Entity>
m.node@myriel

Figure 5: An example query graph for question “Which node 
that links with Myriel has the highest degree?”. Shaded rect-
angles are �g, the unshaded rectangle is �ug, the diamond-
shaped node is the �ag and the circle represents �an. The core 
relation path in this graph starts with the graph entity and 
ends at � . 

Step 3: Edge Entity Matching. We have designed a set of rules 
for edge entity matching. Consider the question “What is the weight 
of the edge between Myriel and Napoleon?”, NER model will output 
two seperated entities “Myriel” and “Napoleon” with their conf-
dence score �� and �� . The question is more concerned with the 
edge connecting the two nodes than refer to each node separately. 
To handle this, when connectives such as “and”, “or”, “to” and 
“&” are detected in a question, we check whether the tokens be-
fore and after the connective are in the set of topic entity candi-
dates. If so, we concatenate them to derive two edge entity names 
(e.g., “Napoleon and Myriel” and “Myriel and Napoleon”) and check 
whether they exist in the KB. If a candidate exists, the edge entity 
< �edge, � = max(��, �� ) > will be added to T , where �� and �� 
represents the confdence of the topic entity before and after the 
connective respectively, calculated in aforementioned Step 1 and 2. 

Step 4: Graph Entity Atachment. As all the questions are 
relevant to the graph, if the graph entity is still not present after 
the above steps, we will add the graph entity < �graph, � = 0.4 > to 
T . This makes questions like “How many people?” and “How many 
people in the graph?” equivalent to our system. Also, if T = ∅ after 
the above three steps, we add < �graph, � = 1 > to T . 

4.4 Automatic Question Answering 
To query the correct answer out of the knowledge base, our Q&A 
model needs to generate a query graph [3] containing a core re-
lartion path that starts from a topic entity and ends at the answer 
node. Since we have T constructed, we need to construct query 
graphs starting from each topic entity in T and pick one query 
graph to use its core relation path and generate answers. We defne 
the query graph as G = {�, �}. Node set � = {�1, �2, . . . } where 
there are four types of nodes in the graph: �� ∈ {�g, �ug, �ag, �an}. 
Grounded nodes are entities existed in the KB. Ungrounded nodes 
are nodes that do not represent a grounded entity. It can be used to 
represent multiple entities or an intermediate query result. Aggre-
gation node can be used to perform aggregation operations and the 
answer node represent the query answer. Edge set � = {�1, �2, . . . }
where �� is <Relation>s from the KB. 

Our question-answer model is based on a reinforcement learning 
model proposed by Das et al. [14]. We trained this model on a large 
dataset of questions named ComplexWebQuestions [3] and a large 
knowledge base named Freebase [7]. The process of generating 
query graph is an iterative process, described as follows. 

Table 3: The procedure of Aggregation operation. If a key-
word is detected in the question, our model performs corre-
sponding operations. The query language used for triplets 
querying is SPARQL [66]. “<Core Relation Path>” represents 
the core path of the current query graph, “<Property>” repre-
sents the operation key for the entities, and “LIMIT 1” indi-
cates that the system retrieves the top-ranked entity. 

Aggregation Keywords SPARQL

COUNT ['how many', 'how much', 'number of', 
'count', 'quantity', 'amount', 'capacity', 'size']

SELECT COUNT ( ?<Entity> ) 
WHERE { <Core Relation Path> }

ARGMIN

['min', 'minimum', 'minimal', 'least', 'lowest', 
'smallest', 'littlest', 'shortest', 'poorest', 

'merest', 'last', 'worst', 'undermost', 
'lowermost']

SELECT ?<Entity> 
WHERE { <Core Relation Path> <Property> } 
ORDER BY ( ?<Property> <Value> ) LIMIT 1

ARGMAX

['max', 'maximum', 'maximal', 'most', 
'highest', 'biggest', 'top', 'topmost', 

'supreme', 'largest', 'greatest', 'longest', 
'best', 'first', 'utmost']

SELECT ?<Entity> 
WHERE { <Core Relation Path> <Property> } 

ORDER BY DESC ( ?<Property> <Value> ) LIMIT 1

Candidate Query Graph Extension Let the candidate query 
graph set at iteration � to be G� . Initially, G0 = {�1,�2, . . . ,� | T | |�� = 
{� = �� , � = ∅}} where �� is the i-th topic entity in T . For each 
iteration, we try to extend each � ∈ G� . This can be done by ex-
tending a feasible relation to the graph or an aggregation operation 
(explained below). A feasible relation is all triplets whose head en-
tity is the tail of the current �’s core relation path. If there is only 
one topic entity in the graph, we will attach the relation and set the 
end of the newly attached relation to be �an. If �an already exists 
in �, we will change �an to �ug, execute the current query graph 
in KB and get all feasible relations according to the query result. 
These feasible relations will be attached and the end of the relation 
will be set to �an. We used beam search [38] with beam size of 3 to 
narrow the search space in the iterative process and obtain G� +1, 
where ranking algorithm explained below. 

Aggregation Operation Matching We designed an aggrega-
tion module to make it adapt to graph visualization. We predefned 
three keyword lists as shown in Table 3. If a keyword is detected in 
the question, an �ag can be attached to a �ug or the �an. For example, 
for the question “Which node that links with Myriel has the highest 
degree?”, one query graph that starts from the graph entity and 
attached with �ag is shown in Figure 5. We also experimented train-
ing a BERT-based classifcation network [42] with WikiSQL [78] 
dataset to learn the aggregation intent of the question. However, 
it fails in terms of accuracy compared with keyword-based meth-
ods, whereas it also lacks the explainability and extensibility of 
keyword-based matching methods since the keyword list can be 
easily and purposefully expanded. 

Query Graph Ranking For the candidate query graphs gener-
ated by Step 1 and Step 2, we rank these query graphs by a rein-
forcement learning model [14]. First, we generated a 6-dimension 
feature vector. 

• BERT-based semantic matching: We use the standard BERT 
model to measure the semantic similarity between the tok-
enized question sequence �� and query graph sequence �� . �� 
is generated by concatenating the ground entity names and 
relation names sequentially along the core relation path. For 
example, for the question in fgure 5, �� = [which, node, that, 
links, with, myriel, has, the, highest ,degree], �� = [graph, 
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Table 4: The answer generation rule set of GVQA. AT stands for Answer Type, Agg. stands for Aggregation, Comm. stands 
for Community, Prop. stands for Property. We designed several rules for generating visual and auxiliary answers based on 
diferent types of questions and diferent types of source and target of the core relation path in their query graphs. The Example 
Question Pattern shown here is one possible pattern and does not represent any concrete question. Source Info Card can be a 
Node Info card, Edge Info Card or Community Info Card, depending on the source type of the query graph. 

AT Agg. Source Target Example Question Pattern
Answers

Textual Answer Visual Answer Auxiliary Answers

NONE Edge Prop. What is the weight of edge X? Property Value
 Highlight Edge
 Highlight Connected Nodes

 Edge Info Card
 Node Info Card

NONE Node Prop. What is the degree of node X? Property Value  Highlight Node  Node Info Card

NONE Comm. Prop.
What is the clustering of 
communinty X? Property Value  Highlight Community

 Community Sub Graph

 Community Info Card

NONE
Node / Edge / 
Comm. / Graph Edge

What bridges does the graph 
include? <Edge Source> and <Edge Target>

 Highlight Edge
 Highlight Connected Nodes
 Highlight Source (Except Graph)

 Edge Info Card
 Source Info Card

NONE
Node / 
Comm. / Graph Node

What nodes are included in 
community X? Node Label / ID

 Highlight Node
 Highlight Source (Except Graph)

 Node Info Card
 Source Info Card

NONE Node / Edge Comm.
What community does X 
belong to? Community ID

 Highlight Community
 Highlight Source

 Community Sub Graph

 Community Info Card
 Node (In Community) Info Card
 Edge (In Community) Info Card

ARGMAX / 
ARGMIN

Node / Edge / 
Graph Edge

What is the edge with the 
highest weight?

<Edge Source> and <Edge Target> 
(Aggregated)

 Highlight Edge & Connected Nodes
 Highlight Source (Except Graph)

 Bar Chart of Prop.s among <Source>

  Edge Info Card
 Source Info Card

ARGMAX / 
ARGMIN

Node / 
Comm. / Graph Node

What is the node with the 
highest degree? Node Label (Aggregated)

 Highlight Node
 Highlight Source (Except Graph)

 Bar Chart of Prop.s Among <Source>

 Node Info Card
 Source Info Card

ARGMAX / 
ARGMIN Node / Graph Comm.

Which community has highest 
clustering? Community ID (Aggregated)  Highlight Community

 Bar Chart of Prop.s among <Source>

 Community Sub Graph

 Community Info Card

COUNT
Node / 
Comm. / Graph Edge

How many edges are in 
community X? Number of Edges

 Highlight Edges
 Highlight Connected Nodes
 Highlight Source (Except Graph)

 Edge Info Cards
 Node Info Cards
 Source Info Cards

COUNT
Node / 
Comm. / Graph Node

What is the number of nodes 
connecting X? Number of Nodes

 Highlight Nodes

 Highlight Source (Except Graph)

 Node Info Cards
 Source Info Cards

COUNT Graph Comm.
What is the number of 
communities? Number of Communities  None

 Community Sub Graphs

 Community Info Cards

Literal
Entity

Statistical

includes, node, myriel, connects, with, nodes, degree, high-
est]. We then feed the sequence “[CLS] �� [SEP] �� ” to the
BERT model to calculate their semantic similarity. We use 
the pre-trained model [71] and then fne-tune it. 

• Entity Confdence: The accumulated confdence score � (de-
rived in Sec. 4.3) of all topic entities.

• Entity Number: The number of �g in the query graph.
• Entity Type Number: The number of entity types.
• Answer Entity Number: The number of �an in the query
graph.

• Aggregation Number: The number of �ag in the query graph.

We feed the feature vector V of each candidate query graph � 
into a fully connected layer of the reinforcement model to obtain 
� (� |�). The training goal is to learn the policy function �� (� |�),
where � represents the parameters in the model. We use the F1 
score between the predicted answer and the ground truth as the 
reward. 

After the aforementioned process, we obtain an optimal query 
graph for the question. By generating a SPARQL query from its 
core relation path and execute the query in the KB, we can obtain 
the textual answers. 

4.5 Answer Generation 
We then design an answer generation module to provide intuitive 
and insightful answers to the user. GVQA’s answer is composed of 
three components: Textual Answers, Visual Answers, and Auxiliary 
Answers. Textual answers are generated in Section 4.4, while the 
Visual and Auxiliary Answers are generated by a set of rules deter-
mined by the answer type, the aggregation intent of the question, 
and the type of source and target in the query graph’s core query 
path. 

In terms of answers presentation, we design Entity Highlighting, 
Subgraphs and Information Card (hereinafter referred to as Info 
Card). Entity Highlighting is the most commonly used method, 
where we render red borders and shadows for the entity, scale up 
the node size or edge width, and display the label beside it to make 
it more noticeable. Highlighting a community will highlight all the 
nodes and edges belonging to it. Subgraphs are also designed for 
communities. We take the nodes in the community and the connec-
tions between them and form a separate subgraph for presentation 
to the user, providing an exploration of this community. Info Cards 
(shown in Figure 1.e) contain commonly-concerned properties, such 
as labels, degrees, or centralities of the entity, providing more infor-
mation about the entities of the answer and the query process of 
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the question, since we will also provide Info Cards for the entities 
traversed along the core relation path. 

In terms of answer type, we propose three types. The frst type is 
Literal Answers. Literal Answers are responses to lookup questions 
such as “What is the clustering of Myriel?”. The target of their core 
relation paths is a property value, providing a number or a string 
as the answer. We highlight the source entity for these attributes, 
and provide an info card as the auxiliary answers. The second 
type is Entity Answers. The target of their core relation paths 
represents a topic entity. This includes questions like “What nodes 
does Myriel link with?”. We designed diferent highlight methods 
for them respectively and also provide info cards for the target and 
source of the query graph. The third type is statistical Answers. 
These answers are responses to questions with aggregation intent 
like “How many communities does the graph have?” or “Which node 
has the highest degree?”. The former includes COUNT, while the 
latter includes ARGMAX. These answers are in the form of entities 
or properties for questions with aggregation intent. We will provide 
highlights and info cards, and draw a bar chart for ARGMAX and 
ARGMIN questions, containing the ranking of properties in the 
scope of the question concerned, in corresponding order. 

The generated answers also varies depending on diferent types 
of aggregation intent and core relation paths. Specifcally, we con-
sider the types of entities involved in the core relation path, includ-
ing nodes, edges, communities, graphs, and property values. Based 
on these factors. Based on these factors, diferent combinations of 
visual and auxiliary answers will be presented accordingly. The 
detailed rule sets are listed in Table 4. 

5 APPLICATIONS 
There are many scenarios where automated question-answering 
about graph visualizations can be applied. In this section, we intro-
duce three cases with our pipeline: the Les Misérables coappearance 
character network, the network of purchased political books, and 
the coauthorship network of scientists. They demonstrate the ef-
fectiveness of our pipeline for undirected graphs, directed graphs, 
and large graphs, respectively. We deploy our system on a PC with 
Intel Core i7-11850H @ 2.50GhZ, NVIDIA RTX A3000 Laptop GPU 
6GB, and 32 GB of memory. The reinforcement learning framework 
was implemented based on Pytorch [55]. We set the hidden hidden 
size as 768, the dropout ratio as 0.1, the initializer range as 0.02, the 
vocabulary number as 30522, the number of attention heads as 12, 
the number of layers as 6. The activation function is GELU [19]. 
Figure 6 shows a variety of samples generated by our pipeline. 

5.1 Scientifc Study of Narratives 
Some literary or sociological researchers conduct structured narra-
tive research through the relationships of characters in a novel [49]. 
A good story, although often fctional, is tightly coupled with the 
real environment through the frequent interactions of the charac-
ters and going through a series of events. Analyzing the structural 
relationships of the characters therein can lead to an understand-
ing of the narrative that may lead to new insights into various 
social phenomena and literature. Les Misérables [24] is a famous 
novel published by French writer Victor Hugo in 1862, covering 

the Napoleonic Wars and the decades that followed. There is a net-
work graph [32] of the coappearance of the characters in the novel. 
People can analyze the relationships of characters by analyzing the 
network of relationships in which the characters appear together. 

We input the question “Which node has the highest degree in the 
graph?” to our pipeline as shown in Figure 6 (Q1). Our model will 
highlight the node with the highest degree in the graph, and sort 
all the nodes by degrees in a bar chart visualization output. The 
node with the highest degree is Valjean, who is the protagonist 
of the novel. We then input the question “What is the number of 
characters who co-appeared with Valjean?” and “What characters 
coappeared with Valjean?”. We obtain the answer “36” and highlights 
the nodes, which link with the node Valjean. These nodes represent 
the characters in the novel that are related to Valjean. In the visual 
answer, we can sort out the characters who are directly related to the 
protagonist. We fnd a striking edge that connects the node Valjean 
and the other node Cosette. Cosette is the heroine of the novel and 
the adopted daughter of Valjean. We then input a question with 
semantics “How many times did Valjean and Cosette co-appear?”. 
Our pipeline selects the entity on the edge between Valjean and 
Cosette after topic entity extraction, and then selects the core path 
leading to the edge weight in the GVQA module. We fnally obtain 
the weight of edge “31” for the textual answer and the highlight of 
the edge for visual answers as shown in Figure 6 (Q2). The weight 
represents the number of coappearance of Valjean and Cosette in the 
novel, which rationally explains how important their relationship 
is from the frequency of appearance. 

Additionally, we asked “What bridges does the graph have?”. Our 
pipeline highlights all edges that are bridge edges (The removal of 
these edges will increase the number of connected components) and 
show their attributes in the auxiliary panel. We can use these bridge 
edges to analyze what characters played the marginal supporting 
roles in the relationship among the characters. 

5.2 Product Sales Analysis 
There is a network [34] that represents books about American poli-
tics around the 2004 presidential election sold at Amazon.com. The 
edge stands for book co-purchasing, specially, an edge from book A 
to books B indicates that customers tend to purchase book B after 
purchasing book A. For merchants, analyzing such networks can 
quickly capture market trends and adjust inventory. For politicians, 
they can also adjust their political strategy. 

For this directed graph with sources and targets, we ask the 
question “Which node has the highest out degree in the graph?”. The 
topic entity extraction module extracted the graph entity from the 
question. The GVQA searches a core path referring the out degree. 
Eventually, we obtain the answer Arrogance as shown in Figure 6 
(Q5). This suggests that the bestseller drove sales for many political 
books. We then input the question “What is the node with the highest 
in degree that links with Arrogance?”. The model output the answer 
Of wit their heads. We now know that amongst the books that 
drove people to buy Arrogance, Of with thiermheads is the book 
that’s most likely to be the purchasing destination. 

https://Amazon.com
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Q1. Which node has the highest degree in the graph?

Textual Amswer: Valjean
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.grap@hhts3e graph.property.contain_nodes ?e1 .
e1? node.property.degree ?e2} ORDER BY DESC(?e2) LIMIT 1

Q2. How many times did Valjean and Cosette co-appear?

Textual Amswer: 31
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.edge@valacos edge.property.importance ?e1}

Les M
iserables

N
ode: 77, Edge: 254, U

ndirected

(Les Miserables is the coappearance network of characters in the novel Les Miserables)

Q5. Which node has the highest out degree in the graph?

Textual Amswer: Arrogance
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.grap@1ge2wr graph.property.contain_nodes ?e1.
e1? node.property.out_degree ?e2} ORDER BY DESC(?e2) LIMIT 1

Q6. What books are included in community 2?

Textual Amswer: Rogue Nation, the Choice, Rise of the Vulcans…
SPARQL:

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.comm@6ppfnc community.property.node_members ?e1}

Political B
ooks

N
ode: 105, Edge: 441, D

irected

(Political Books is network of books about US politics published around the time of the 2004 presidential election and sold Amazon.com)

Q7. Who have co-authored with KUPERMAN, M?

Textual Amswer: ABRAMSON, G, ZANETTE, D, MORELLI, L
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.node@kuperman,_m node.property.coauthor_with ?e1}

（No highlight in the graph)

Q8. How many communities does the graph have?

Textual Amswer: 405
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT COUNT(?e1) WHERE {
m.grap@ets3ss graph.property.community_members ?e1}

N
et Science

N
ode: 1589, Edge: 2742, U

ndirected

(Net Science is a large graph describing the coauthorship of scientists working on network theory and experiment)

Q3. What is the node with the lowest centrality in community 0?

Textual Amswer: SN89
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.comm@saivpn community.property.contain_nodes ?e1.
e1? node.property.degree_centrality ?e2} ORDER BY (?e2) LIMIT 1

Q4. What bridges does the graph include?

Textual Amswer: SN63 and Whitetip, Five and Trigger, …
SPARQL: 

Visual Answer: Auxiliary Answers:

SELECT ?e1 WHERE { 
m.grap@aket_i graph.property.include_bridges ?e1}

(Dolphins is  an undirected social network of frequent associations between 62 dolphins in a community living off Doubtful Sound, New Zealand)

D
olphins

N
ode: 62, Edge: 159, U

ndirected

Figure 6: The samples of visual answers generated by our system. 
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5.3 Analysis of scientific research hotspots
With the gradual development of open science, researchers are no
longer independent individuals, and their collaboration promotes
the basic understanding of scientific research topics. [68]. Analyzing
the network of co-authorship can help researchers obtain research
hotspots, but such networks are often large. Manually retrieving
and sorting data for a large-scale graph will be a tedious task. New-
man [51] has compiled a coauthorship network of scientists who
worked on network science with 1589 nodes and 2742 edges. We
use this graph to demonstrate our system’s ability to handle large
graphs.

First, we are curious about who is the most important writer
in this network. The degree centrality is a direct measure of node
importance. The higher the degree centrality, more important the
node is in the network. We ask the question “What is the node
with the highest centrality in the graph?” as shown in Figure 1. Our
model applied the aggregation module since a ARGMAX keyword
“highest” was detected in the question. The model queries all the
node entities in the graph through the graph entity and sorts the
nodes in descending order according to the degree centrality. We
finally obtain the answer BARABASI, A, which represents Albert-
László Barabási, an American physicist known for his research
on network theory. We then want to know the most influential
authors of Prof. Barabási’s collaborators. We ask “Which node has
the highest degree that links with BARABASI, A?” and obtain the
answer JEONG, H, which represents Hawoong Jeong, a scientist
who has done a large number of scale-free network research with
Prof. Barabási. We also learn that the weight of their cooperation is
4.225 through the question “What is the weight of the edge between
JEONG, H and BARABASI, A?”.

By applying the Louvain algorithm for community discovery
in our knowledge base expansion module, our pipeline can auto-
matically answer community analysis questions. We can learn that
this graph has 405 communities by asking “How many communities
does the graph have?” as shown in Figure 6 (Q8). The nodes in the
graph are highlighted according to their community belongings,
and the visualization and visual properties of each community can
be viewed in the auxiliary panel with an overview. Each commu-
nity represents a group of scientists who work closely together.
We continue to focus on Prof. Barabási and ask what community
he belongs to. When we ask the question “Which community does
BARABASI, A belong to?”, our model will output the answer Com-
munity 10 and highlight all the scientist nodes in this community
as the visual answer. We can know the number of scientists in this
group via the community attributes in the auxiliary panel or by
asking “How many scientists does Community 10 have?”. We get an
answer with a relatively large value 95. By inspecting the average
degree centrality of this community, we also gain the insight that
the researchers working closely in this community have significant
impact to other researchers.

6 USER STUDY
To validate the efficiency of our pipeline andmeasure the usefulness,
and transparency of the generated visual answers, we conducted a
user study. We propose two hypotheses:

H1: It will take users less time and effort to answer graph visual-
ization questions using our automatic question answering system
than using traditional network exploration tools [4], when both
methods can find the answers.

H2: Users will find the combination of textual and visual answers
are either better than or at least as good as text-only answers in
terms of usefulness and transparency, when GVQA can provide
correct answers. Usefulness refers to whether users accept the
answer and obtain the information they want. Transparency refers
to whether users feel the answers are explainable, reliable, and
credible.

Different from the usefulness and transparency defined by Kim
et al. [31], our hypotheses is under the condition that GVQA can
give the correct answer. In fact, using both a traditional network
exploration tool and GVQA may fail to answer the question. In the
user study section, we want to access these two aforementioned
hypotheses regarding the cost of finding answers and quality of our
user interface. Therefore, we ensure that users can complete the
QA task itself and provide meaningful feedback, and the answers
can be found using both tools. In terms of GVQA’s accuracy, we
discuss it in Sec. 7.1.

Design: We first inform our participants with the statement
that their answers will be only used for academic purposes. We
then introduce question-answering about graph visualizations to
ensure that each participant understands the motivation of our
work. We then briefly introduced Gephi [4], an powerful open-
source software for exploring and manipulating network graphs
to our users. While Gephi has comprehensive graph visualization
capabilities, we tell the participants that our main focus is the effort
used to find the answer. We picked 12 correctly-answered graph-
question pairs from our corpus to ensure that they can finish the
answering task and provide meaningful feedback in terms of the
cost of efforts and the quality of our user interface. These 12 graph-
question pairs came from the three graphs we introduced in Sec. 5.
These questions are divided into three sets: the first set (Q1-Q4)
is about Les Misérables character relationships (𝑉 = 77, 𝐸 = 254);
the second set (Q5-Q8) is related to political books (𝑉 = 105, 𝐸 =

441), and the third set (Q9-Q12) is about scientist coauthorship
(𝑉 = 1589, 𝐸 = 2742). Each set contains four questions including
a lookup structural question, a lookup question with semantics, a
compositional structural question, and a compositional question
with semantics. These sets of questions will be presented in random
order.

We divided our user study into two parts. In the first part, we
showed participants 12 graph-question pairs without their answers
and ask them to answer these questions with two different tools:
Gephi and GVQA. They are free to use all Gephi’s features including
graph layouting, statistic tools, data laboratory and UI to find the
answers. Half of the participants used Gephi to answer the questions
first, while the other half used GVQA first. We recorded their time
consumption and mouse click for each question using both systems
separately. In the second part, we present the textual answers and
visual answers of these graph-question pairs to participants via a
questionnaire. Participants will evaluate the textual answers and
visual answers in terms of usefulness and transparency with a
5-point Likert scale, scoring from 1 to 5. Participants were not
informed of how the scores were assigned to the options. In the
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Table 5: The time consumption comparisons of GVQA and Gephi. Each result is represented as mean value � (± 95% confdence 
intervals). Metrics show that our NLI automatic question answering system takes less time than traditional network exploration 
systems. 

Question 

Method 

Gephi GVQA 

Time/Second Mouse Click Time/Second Mouse Click 

Set 1 (Q1-Q4) 63.45 (57.25-69.65, p<0.001) 57.4 (51.5-63.4, p<0.01) 13.42 (12.35-14.49, p<0.001) 8.4 (8.0-8.8, p<0.01) 
Set 2 (Q5-Q8) 55.69 (50.54-60.84, p<0.001) 50.9 (46.0-55.8, p<0.01) 13.36 (12.33-14.38, p<0.001) 8.6 (8.2-9.1, p<0.01) 
Set 3 (Q9-Q12) 63.15 (58.14-68.16, p<0.001) 58.2 (52.7-63.6, p<0.01) 23.63 (22.62-24.63, p<0.001) 8.7 (8.3-9.1, p<0.01) 

questionnaire, they were asked to indicate to what extent they 
agreed with the textual and visual answers. 

Recruitment: We recruited 40 participants (���� = 27.9 years)
who do not overlap with the participants of our formative study 
from the campus. 30 participants have previously engaged in data 
visualization or graph theory research while the remaining partici-
pants did not have prior knowledge in these felds but were able to 
comprehend our work through our explanation. Due to the COVID-
19 pandemic, all user study was conducted online in a contactless 
manner. 

Assessing H1: We recorded the consumed time and number of
mouse clicks (including the left and right buttons) while participants 
answered 12 questions about graph visualizations by Gephi and 
GVQA. In this stage of the experiment, we pay more attention to 
the time the participants consumed to deliver the answer, so all 
answers including the incorrect ones were counted. Time metrics 
of our GVQA include the initial loading of the network graph and 
inputting questions by users. The results are shown in Table 5. We 
found that using our system to answer these questions signifcantly 
reduced the time consumption (Mann-Whitney �1 = 889, � < 0.001;
�2 = 1457, � < 0.001; �3 = 711, � < 0.001) and number of mouse
clicks (�1 = 191.5, � < 0.001; �2 = 469, � < 0.001; �3 = 3.5, � <
0.001). As such, we accept H1. We elucidated the time efciency of 
our pipeline in more detail in Sec. 7.2. 

Assessing H2: Participants took an average of 2112.5 (±95% CI:
1672.0 − 2552.9, � < 0.001) seconds to complete the questionnaire. 
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Figure 7: The results of 5-point Likert scale on usefulness 
and credibility. Q1-Q4 are questions and answers about undi-
rected graphs, Q5-Q8 are questions and answers about di-
rected graphs, and Q9-Q12 are questions and answers about 
large graphs. Q1, Q5, Q9 are lookup structural questions. Q2, 
Q6, Q10 are lookup questions with semantics. Q3, Q7, Q11 
are compositional structural questions. Q4, Q8, Q12 are com-
positional questions with semantics. Circles depict group 
averages (± 95% confdence intervals). 

The results of our questionnaire are shown in Figure 7. For text-
only answers, we obtain an average of 3.35 (±95% CI: 3.26 − 3.44, 
� < 0.001) on usefulness, and a average of 3.00 (±95% CI: 2.90−3.10, 
� < 0.001) on transparency. For the combination of textual and 
visual answers, we obtain an average of 3.95 (±95% CI: 3.84 − 4.05, 
� < 0.001) on usefulness, and a average of 4.00 (±95% CI: 3.89−4.10, 
� < 0.001) on transparency. The mean values ≥ 3 indicates that 
our fnal output answers were accepted and believed by users. We 
also came to the conclusion that introducing visual answers im-
proved the answers in terms of usefulness (� = 7652, � < 0.001) 
and transparency (� = 8483.5, � < 0.001). Therefore, we accept H2. 
In interviews after the questionnaire session, participants reported 
that they believed that the visual answers delivered more intuitive 
information and sometimes included additional information not 
found in the textual answers. In terms of concrete analysis, the 
main advantage of the visual answers is their transparency. This 
also explains the greater variation in scores assessing transparency 
compared to those assessing usefulness. For instance, the question 
Q1 is “What is the degree of Marguerite?”, a lookup structural ques-
tion with a literal answer of “12”. In this case, our module highlights
the node Marguerite and show its visual attributes on the auxiliary
panel. Many participants felt that textual answers were sufcient 
as the answer to this question, so visual answers were not as useful 
for this type of question. However, the users can quickly perceive 
that the node are linked with two edges, making the answers more 
persuasive than solely textual answers. 

We conduct a more specifc analysis of the results by question. 
We found that Q2 and Q6 have a similar result on usefulness (�2 =

47, � = 0.15; �6 = 45, � = 0.30) and transparency(�2 = 49.5,
� = 0.05; �6 = 51, � = 0.03). Q2 and Q6 are both lookup questions
with semantics. For this type of questions, the answers are always 
literal answers. Users feel that textual answers are sufcient for 
their needs, so the introduction of visual answers do not change 
much. Q5 is a lookup structural question with small changes in 
usefulness (�5 = 48, � = 0.09) and large changes in transparency
(�5 = 63.3, � < 0.001). These lookup structural questions are
often related to the properties of graphs. Although textual answers 
meet the needs of users, visual answers and auxiliary windows can 
make the answers more credible and understandable. We found 
that visual answers to Q7, Q8, Q11 and Q12 performed Well, both 
in terms of usefulness (�7 = 67, � < 0.001; �8 = 56, � < 0.001;
�11 = 58, � < 0.001; �12 = 63, � < 0.001) and transparency
(�7 = 62, � < 0.001; �8 = 67.5, � < 0.001; �11 = 66, � < 0.001;
�12 = 60, � < 0.001). They are all compositional questions. This
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is mainly because compositional questions are more difcult than 
lookup questions, and textual answers cannot meet the needs of 
users in most cases. Users also made suggestions for the visual 
answers of compositional questions in the interview, and we will 
enrich the form of visual answers in the future open version. 

7 EVALUATION 
We evaluate our pipeline from two aspects, including the accuracy 
of question answering and the time performance. 

7.1 Question-Answering Accuracy 
In formative study, we collected 561 graph-question pairs. Since 
the questions we collect are all objective questions, the answers 
are unique. We consider the output textual answer is a correct 
answer if it is equal to the human answer. The accuracy represents 
the number of questions answered correctly divided by the total 
number of questions. We compare our pipeline with two methods. 
The frst method is the GVQA without the reinforcement layer. 
During the query graph ranking process, we only use BERT-based 
semantic similarity to rank the candidate query graphs instead of 
the reinforcement learning-based method. The second method is 
the KBQA model [36] designed for answering natural questions 
for general knowledge bases. For the fairness of the comparison, 
we keep our design of GML extraction module. Additionally, since 
the aggregation operation is keyword-based, we also considered 
answers from the baseline models to be correct if they obtained 
the correct entity without aggregation. For example, if the baseline 
model outputs all node entities in the graph instead of the number 
of nodes when faced with the question “How many nodes in the
graph?”, we would consider this to be a correct answer. Besides, all
information about graphs was still presented in the form of triplets. 

As shown in Figure 8, our evaluation results showed that GVQA 
achieved an overall accuracy of 90.73%, with high performance in 
semantic (88.39%), structural (91.9%), lookup(90.23%) and composi-
tional (91.04%) questions. Additionally, GVQA performed well in 
both lookup and compositional questions that combined seman-
tic and structural information. In comparison, the KBQA model 
only achieved an overall accuracy of 27.09%. Questions like “What
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Figure 8: The results of our evaluation experiments. We com-
pared our pipeline (blue bar) with GVQA w\o RL (without 
Reinforcement Layer, orange bar) and a KBQA model (green 
bar) on our 561 graph-question pairs. The Y-axis represents 
the accuracy of question answering. The X-axis represents 
diferent types of questions. 

Table 6: Error analysis for GVQA. For the 52 questions that 
GVQA failed to answer, we counted the question type and 
the cause of errors. The last column and the last row are 
the accumulated number of each cause of error and each 
question type respectively. 

   Question Type
Cause of Error

Structural
Look up

Semantic
Look up

Structural
Compositional

Semantic
Compositional

Accu. 
Percentage

Query Graph Ranking Errors 7 6 10 5 28(53.85%)
Fail to Extract Semantics 0 2 0 14 16(30.77%)
Information Absent in KB 5 2 1 0 8(15.38%)

Accu. Percentage 12(23.08%) 10(19.23%) 11(21.15%) 19(36.54%)

community does Myriel belong to?” or “Which node has the high-
est clustering value?” are outside KBQA’s capability, and KBQA
will simply output Myriel’s neighbors or a list of all nodes in the 
graph. The signifcant diference in accuracy can be attributed to 
the knowledge base expansion module we designed according to 
our formative study, which is inspired by the previous work [31, 65]. 
It provides the system with availability of more information and 
enables it to better cope with questions. Among the structural ques-
tions, most of them are querying the properties of graph elements, 
such as community partitions or the degree of nodes. The graph 
analysis extension module in our pipeline expanded computed prop-
erties of graph elements into the knowledge base, enabling GVQA 
to answer these questions that the KBQA is incapable of. Besides, 
our question set focuses more on the objective questions of graph 
analysis, which is where our task difers from Table QA [25]. 

When compared to GVQA without the reinforcement learning 
layer (GVQA w/o RL), our pipeline also showed a signifcant im-
provement in overall accuracy, as well as in most question types. 
When the reinforcement layer is not used, GVQA can not fnd the 
correct answer for some compositional questions like “What is the
node with the maximum centrality that links with Beak?”, and will
output Beak’s centrality instead. This demonstrates the contribu-
tion of the reinforcement learning layer to GVQA’s performance, 
as it enables the system to make more accurate predictions when 
trying to fnd the optimal query graphs. Overall, our results show 
that GVQA is a highly promising approach for answering natural 
questions about graph visualizations. 

We then analyzed the failed 9.73% (52) questions, the results are 
shown in Table 6. We classify the cause of error into three cate-
gories. The frst and most common cause is Query Graph Ranking 
Error (53.85%), where the system uses the wrong query graph as 
the optimal graph during the query graph ranking phase. For ex-
ample, GVQA fails to answer question “What bridge edges does the
graph contain?“ and outputs all the edges instead of bridges as the
answer. The second cause is Failing to Extract Semantics (30.77%), 
where the system fails to understand the semantics related to the 
background of the graph. For example, QVQA fails to understand 
that the question “Which scientist does Andrade Mad collaborate
with most frequently?” is actually asking for the node with the
highest edge weight connecting Andrade Mad and just output all 
of the nodes connecting Andrade Mad as the answer. The third 
cause is Information Absent in KB, where the user is asking us for 
information that does not exist in the KB. For instance, users may 
ask “What is the meaning of these nodes?”. GVQA will just output

https://lookup(90.23
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Figure 9: The results of evaluation experiments on time per-
formance. The Y-axis represents the number of edges. The 
X-axis represents the number of nodes. The size of the scatter 
represents the amount of time the graph visualization spent 
in the pipeline.

all nodes in the graph as the answer. In terms of question types, 
Semantic Compositional questions have the highest failure rate 
(36.54%), due to their structural and semantic complexity, while 
the other three types of questions have failure rates of around 20% 
each. Based on our fndings, the Q&A accuracy can be potentially 
improved by either improving the accuracy of query graph ranking 
process or increasing our KB’s information capacity. This could 
involve implementing more sophisticated ranking algorithms capa-
ble of handling complex and multi-hop queries or collecting more 
relevant and diverse information in the KB. 

7.2 Question-Answering Time Performance 
To explore the QA time performance of our pipeline, we conducted 
a series of experiments in which we measured the time it took for 
our pipeline to provide answers. In our experiments, we used a 
set of experimental datasets that were derived by downsampling 
larger graphs at equal intervals, using the number of edges as the 
downsampling metric. For graphs with more than 2500 edges, we 
randomly sampled a number of edges at an interval of 250 and pre-
served the nodes connected to them as members of the subgraph. 
This allowed us to create a total of 96 graph visualizations for our 
experiments. We recorded the time consumption for two major 
phases: (1) Consumption I: the time it takes for the pipeline to an-
swer a question for a graph visualization for the frst time, including 
initializing the graph data and running all modules of the pipeline; 
(2) Consumption II: the average time it takes for the pipeline to
answer a subsequent question for graph visualizations, including
all modules of the pipeline except knowledge base construction and
system initialization.

The results of our experiments are shown in Figure 9. We found 
that the principal time consumption of our system is the knowl-
edge base construction at the frst run and graph data initialization. 
The average time complexity of the entire pipeline is � (�), where 
� mainly considerates the scale of the graph. When dealing with 
large-scale graphs with approximately 2500 edges, the average time 
cost of Consumption I is 17.15 seconds. We also discovered that sub-
sequent question answering tasks took substantially less time, since 
the knowledge base data has been loaded into the memory. The 

time complexity for visual answer generation is � (1), and the time 
complexity of aggregation is � (�). Since the time consumption of 
query graph ranking using reinforcement learning is stably within 
one second for any graph of this scale, and the process of visual 
answer generation and aggregation operation using keyword-based 
method has low time complexity, the time cost of Consumption II 
only has slight fuctuations. The average time for answering subse-
quent questions (not the frst run) about a graph visualization at 
the scale of 2500 edges is 2.75 seconds. 

Overall, our experiments show that our pipeline has an average 
time complexity of � (�) where � is most signifcantly infuenced 
by the scale of the graph associated with the graph visualizations. 
Our system is able to provide answers within an acceptable amount 
of time, even for large graphs with up to 2500 edges. 

8 DISCUSSION 

8.1 Graph-based QA Versus Relational QA 
GVQA is based on a graph-based database querying, while Table 
QA is based on a relational database. There are several diferences 
between graph and relational querying. One of the main diferences 
is that graph databases store the relationships between data as data, 
whereas relational databases infer relationships between columns 
of data tables. This means that in a graph database , it is easier to 
query and manipulate data that is related in complex ways, because 
the relationships between data points are explicitly stored in the 
database. Another diference is that graph databases are often more 
fexible and scalable than relational databases. Graph databases 
do not rely on fxed table schemas, so they can handle data that 
is structured in complex or evolving ways. In contrast, relational 
databases are typically more structured and rigid. They are based 
on the relational model, which requires that data be organized into 
fxed schemas. This makes it easier to query and manipulate data 
that follows a predictable structure, but can make it difcult to 
handle data that is complex or unstructured. 

Our pipeline needs to convert a graph visualization to a database. 
For the question “who is the subcommittee chair of the Visualization
feld of CHI2023?”, a relational query should be used by joining
together diferent tables in the database that contain information 
about the CHI2023 conference, the diferent subcommittees within 
the conference, and the chairs of those subcommittees. However, 
we only need one graph for a graph-based database. In addition, 
using a graph-based database is more suitable for real-time updated 
graph visualization data because of scalability of knowledge bases. 
Most of the graph visualization questions focus on the complex 
relationship between nodes, which makes graph-based databases 
more suitable for graph visualization, while relational databases 
are better suited to applications that involve more structured data, 
such as bar charts and line charts. 

8.2 Limitation and Future Work 
The current pipeline of GVQA system retains some limitations. 

The Type of Questions. Although the corpora we collected
through our formative study covered lots of scenarios and aspects of 
graph analysis, we are aware that we haven’t addressed all possible 
questioning perspectives in real cases. Besides, current version 
of GVQA cannot answer true or false questions, which is also a 
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limitation of many current question answering pipelines [35, 42]
designed for other types of charts. Additionally, there are some
questions with high-level semantics that cannot be answered in our
corpus. For example, due to the limitation of our rule definition and
knowledge base capability, our pipeline cannot answer the question
“Who is the most lonely?” on the dataset Karate [75], which is a social
network of friendships in a karate club. We plan to make our system
publicly available and collect more graph-question pairs from the
visualization community and further extend our system’s Q&A
ability.

The Type of Visual Answers. Currently, visual answers are
intuitive enough but lacks interaction. Most of them are highlights
or annotations. Visual answers to complex questions are static
subgraph structures and bar charts. Our user study also shows
that there is room for improvement on usefulness, especially for
literal answers. We plan to enrich the form of our visual answers
and enhance their interactivity, such as fisheye focus, more graph
layouts, question-answering based on the previous visual answers,
etc., in our future research.

The Type of Visualizations. Our pipeline currently only sup-
ports network graph visualizations. However, the ideology of using
knowledge bases to accomplish Q&A tasks can be applied to other
kinds of visualization charts such as geovisualization as well. We
will explore the generalizability of our pipeline in the future.

9 CONCLUSION
We proposed a pipeline to answer questions about graph visualiza-
tions and generated visual answers. We built a natural language
interface to help users analyze graphs. We further conducted a
formative study to learn what questions people would ask and how
they ask them. Our evaluation of the corpus collected by formative
study demonstrates that GVQA can correctly and efficiently answer
diverse questions about graphs with different semantics and scales.
Our user study shows the combination of visual answers and textual
answers are more informative than textual answer in usefulness
and credibility. We also discuss the possible improvements of our
work in the future.
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