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ABSTRACT
Automatic typography is important because it helps design-
ers avoid highly repetitive tasks and amateur users achieve
high-quality textual layout designs. However, there are often
many parameters that need to be adjusted in automatic typog-
raphy work. In this paper, we propose an efficient content-
aware learning-based framework to generate harmonious tex-
tual layout over natural image. Our method incorporates both
semantic features and visual perception principles. First, we
combine a semantic visual saliency detection network with
diffusion equations and a text-region proposal algorithm to
generate candidate text anchors with various positions and
sizes. Second, we develop a deep scoring network to assess
the aesthetic quality of the candidate results. We design multi-
ple evaluations to compare our method with several baselines
and a commercial poster design tool. The results demonstrate
that our method can generate harmonious textual layout in
various actual scenarios with better performance.

Index Terms— Textual layout, saliency detection, image
aesthetics, visual design, deep learning

1. INTRODUCTION

In the field of visual design, designers frequently invest a high
amount of time fulfilling certain repetitive requirements, for
example, designing a photograph, adjusting the text layout for
different devices, modifying the foreground color, and evalu-
ating visual effectiveness. In particular, the typography work
of text and natural images is very cumbersome. Typography
often requires high cost in terms of time, and it is difficult
for an inexperienced designer to make higher-level creative
designs. There are many advantages to utilizing an efficient
typography design framework. First, our work can help de-
signers avoid low-level and highly repetitive tasks while gen-
erating high-quality textual layout. Second, this framework is
conducive to commercial advertising, allowing different users
to view different advertising content. Third, with the increas-
ing number of mobile devices and artificial intelligence tech-
nologies, the demand for creative graphic design is increas-
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ing. People without art knowledge can use a visual framework
to achieve a high-level creative design.

Automatic typography is a challenging problem. On the
one hand, numerous factors, such as image content, text lay-
out and size, need to be considered. However, it is difficult to
judge typography results because visual aesthetics rules are
complex. In the past, there has been some work on automatic
visual design for combining the text and image. However,
in Text-to-Viz [1], there were many parameters that need to
be adjusted for text layout and size selection. Additionally,
data-driven methods [2] require amounts of data, and collect-
ing and labeling high-quality data in the visual design area is
costly. The evaluation of the design results is also not ma-
ture. Aiming at the above problems, our work focuses on the
specific problem of graphic layout: textual layout over nat-
ural image. We take the text position and size into account
and propose a content-aware learning-based framework for
placing the text in the right location over the natural image as
shown in Figure 1. In summary, the main contributions of our
work are as follows:

(1) A learning-based model to optimize the text position
and size can effectively generate a set of candidate text
layout results.

(2) A deep scoring network with a smaller structure and
fewer parameters is used to select the optimal textual
layout result.

(3) Several reasonable evaluation approaches are applied to
demonstrate the effectiveness of our method.

2. RELATED WORK

Our work is related to three aspects of the utilized techniques,
namely, automatic graphic design, saliency detection, and im-
age aesthetics assessment.
Automatic Graphic Design Automatic graphic design has
been studied extensively. Previous studies have emphasized
in automated layout design systems, such as a constraint-
based recommendation system that can generate the design of
magazine covers based on user preferences [3]. Yang et al. [4]
revealed the effectiveness of optimization approach with aes-
thetic design principles. With the help of large database, some
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Fig. 1. The structure of our SmartText model. We receive a natural image and text as input and output a harmonious textual
layout result. Our model has 3 main components. Saliency Network (b): a network to predict the semantic visual saliency map.
Text-Region Proposal (c): an approach with two algorithms to generate several text anchors with different positions and sizes.
Scoring Network (d): a network to assess the aesthetic quality of the candidate results and output the optimal one.

learning-based methods are proposed. Zhao et al. [5] de-
signed a deep learning framework to score graphic designs
with different personalities.
Saliency Detection Researchers have explored many efficient
methods of saliency detection. Hou et al. [6] redefined the
saliency of the image, after which saliency detection is mainly
based on regional detection. Recently, approaches to saliency
detection have been moved to deep learning. Relevant work
includes a CNN-based visual attention prediction model [7]
and an LSTM-based saliency attentive model [8].
Image Aesthetics Assessment Early approaches assessed im-
age aesthetics by extracting handcrafted features and classi-
fying the images based on these features [9]. With the de-
velopment of deep learning methods for image classification,
later work achieved significant improvement compared with
the traditional approaches. Lu et al. [10] divided images into
a global view and local view and used double-column CNNs
based on the architecture of AlexNet for classification. Ma et
al. [11] proposed a multi-patch aggregation network in which
patch selection was based on saliency detection.

3. METHODS

3.1. Overview

Our goal is to generate a harmonious textual layout over a nat-
ural image that, given a natural image Mi and text Ti, outputs
a harmonious textual layout result MTo with the optimal text
position Tp and size Ts. Unlike many other methods in gen-
eral graphic design, which require original vector data, such
as image categorization and element attributes, our models
take input images in bitmap form. Our approach has 3 main
components as shown in Figure 1:

• Saliency Network: a network that receives Mi as input

and outputs the semantic visual saliency map SM .

• Text-Region Proposal: an approach with two algo-
rithms. One is the diffusion equation, which receives
SM as input and outputs the probabilistic density map
PDM . The other is text-anchor generation, which re-
ceives PDM as input and outputs several anchors with
different positions and sizes. We can obtain a set of
candidate results Moset = {Mo1 ,Mo2 , ...,Mok} based
on the region proposals above.

• Scoring Network: a network that assesses the aesthetic
quality of the candidate results, which receives Moset

as input and outputs the score of each candidate result.
Thus, we can obtain the optimal textual layout result
MTo ∈Moset .

Before introducing our methods to each section, we define
some basic aesthetic rules of the visual design layout.

• Rule 1 The “text-region” should be a rectangular area,
which is better not to overlap a complete significant de-
sign element, or to cross a strong background image or
create discontinuities to offer more harmonious visual
effects [12].

• Rule 2 The “text-region” is better in the center of the
sub-area and should look symmetric to associated de-
sign elements [4].

• Rule 3 The layout result should gain a higher score in
the aesthetic quality assessment.

3.2. Saliency Map Detection

The saliency map can help us understand the visual impor-
tance of different elements in a natural image or graphic
design. Inspired by some state-of-the-art saliency detection



models, our architecture is based on an encoder-decoder net-
work with a residual refinement module. We refer the reader
to BASNet [13] for more details.

The original BASNet is used to detect salient objects,
while we aim to obtain a real-valued visual saliency map
considering some aesthetic criteria such as Rule 1. Human
annotations tend to reflect similar relative importance being
attributed to a whole design element [14]. Accordingly, to
obtain more accurate regional segmentation and clear bound-
aries, we use a hybrid training loss:

L(Θ) = LB(Θ) + LS(Θ) (1)

where LB(Θ) and LS(Θ) denote BCEWithLogits loss [15]
and SSIM loss [16], Θ is the BASNet model parameters.

Given the ground truth saliency map at each pixel p,
GMp

∈ [0, 1], over all pixels p = 1, ..., N , the BCEWith-
Logits loss is defined as:

LB(Θ) = − 1

N

N∑
p=1

(GMp logSMp +

(1−GMp
) log(1− SMp

)) (2)

where SMp is the prediction of the saliency network.
Let x = {xp|p = 1, 2, ..., N} and y = {yp|p =

1, 2, ..., N} be two corresponding image patches extracted
from GMp

and SMp
, and let µx, µy and σ2

x, σ2
y be the mean

and variance of x and y, σxy be their covariance. SSIM loss
is defined as:

LS(Θ) = 1− (2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(3)

where C1 = 0.012 and C2 = 0.032 are scalar constants.
BCEWithLogits loss is used for semantic segmentation

on all pixels, and it helps with accurate regional segmenta-
tion. SSIM loss can capture the structural information of the
element in an image; hence, it helps clarify boundaries as
their weights increase. Our predicted saliency results from
the comparison with VisImportance [14] is shown in Figure 5
(b) and (c). The examples demonstrate that our model can
predict a more accurate saliency map and clearer boundaries
under various challenging scenarios.

3.3. Text-Region Proposal

After obtaining the original saliency map, to find the optimal
text anchor, a straightforward solution is to list all possible
text sizes and positions in the unimportant areas and rank the
results. Unfortunately, this solution may cost substantial time
on account of the large search space and it is hard to select the
optimal result, since there are many unimportant areas with
the same minor saliency values, as Figure 2(a) shows. To
handle the problem above, we first develop a diffusion equa-
tion model to generate a text-driven probability density map.
Then, we adopt a text-anchor generation algorithm to find the
potential text anchors.

(a) Original saliency map (b) 100 iteration (c) 600 iteration

(d) 1100 iteration (e) 1600 iteration (f) Completed

Fig. 2. The iterative process of the diffusion equation. Given
the original saliency map, there are many unimportant areas
with the same minor saliency values, such as areas marked by
yellow arrows (a). (b)-(f) show the process of increasing the
number of iterations.

Diffusion Equation
The diffusion equation is widely used in image denoising

and scale space image analysis [17]. We utilize the method to
generate a probability density map that incorporates the afore-
mentioned Rule 2, and the diffusion equation can be described
as Equation 4:{

PDM+1 = PDM + λ(dX + dY )
dX = cX∇X(PDM ), dY = cY∇Y (PDM )

(4)

where∇X ,∇Y are functions to calculate the gradient of each
pixel from horizontal and vertical direction. cX , cY represent
the diffusion coefficient of the two directions.

Our diffusion equation aims to generate a text-driven
probability density map instead of edge preserving filtering.
With this consideration, we therefore set diffusion coefficients
cX , cY both to 1 in our implementation. Figure 2 shows an il-
lustrative result.
Text-Anchor Generation

In the object detection area, there are many approaches
used to generate bounding boxes, such as selective search [18]
and region proposal network (RPN) [19]. However, these
methods require rich features or ground-truth boxes, while
collecting labels is expensive and impractical. In our specific
task, we develop a new text-region proposal algorithm based
on the probability density map instead of the original image.

Given the probability density map PDM , we find that
candidate regions with high probability values are more likely
to be good text regions. Hence, we should generate more
candidate anchors in high probability areas. Our algorithm
assumes the text region has an aspect ratio RatioT . First, we
divide the important parts of the probability density map into
several connected regions and find the peak candidate text an-
chor of each connected region Rp, with the top-left corner
(x1, y1) and the bottom-right corner (x2, y2). Then, we can
generate other candidate anchors based on Rp, and the new
top-left corner can be described as:

{(xnew1
, ynew1

)|x1 −∆x ≤ xnew1
≤ x1 + ∆x,

y1 −∆y ≤ ynew1
≤ y1 + ∆y}

(5)
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Fig. 3. Illustration of anchor generation. In (b), the light yel-
low anchors are generated based on the red anchor Rp, and
the black areas show the adopted range of candidate anchors.

where ∆x = δ |x2 − x1| ,∆y = RatioT ∆x means the

adopted range of anchors, and δ ∝
|x2−x1|∑

i=1

|y2−y1|∑
j=1

Rp(i, j)

defines the deviation coefficient. If Rp is in a higher proba-
bility area, the adopted range ∆x is larger; that is, there are
more candidate anchors generated. Rp can be transformed
into multiple scales with the same aspect ratio RatioT . Fig-
ure 3 shows an illustrative result.

3.4. Deep Scoring Network

After generating text-region proposals, we need to estimate
the aesthetics score of each result. To solve this problem, we
utilize a data-driven model to capture the perceptual differ-
ences between the good and bad textual layout results. Sim-
ilar to some popular image aesthetics assessment methods,
we build a binary classifier and use the class probabilities
as the aesthetics scores. Our model architecture is based on
ResNet101 [20], a residual learning framework. We create a
textual layout dataset containing good results and bad results
(Section 4.1). To obtain aesthetics scores, we modify the out-
put layer and reserve the probabilities of good class only.

First, we take one of Moset = {Mo1 ,Mo2 , ...,Mok} as
the input image. The convolutional layers of ResNet101 are
used to extract features from Moi . Following is an FC layer,
which divides images into two classes, one being good and
the other being bad. A Softmax function is used to calculate
the class probabilities. Figure 4 shows some predicted scores
using our deep scoring network.

4. EXPERIMENT

4.1. Datasets

Saliency Map Detection: To find the best configuration for
our SmartText model, we conduct experiments on two differ-
ent datasets, SALICON (a large-scale dataset collected with

(a) Score: 0.993 (b) Score: 0.971 (c) Score: 0.966

High Aesthetics Score Low

(d) Score: 0.362

Fig. 4. Ranking textual layout results with different text posi-
tions and sizes. Predicted scores are shown below each image.

Table 1. Saliency Comparison of Ours with VisImportance
Method Dataset CC ↑ RMSE ↓ R2 ↑

VisImportance [14] GDI 0.811 0.181 0.617

Ours GDI 0.879 0.149 0.748

the crowdsourcing paradigm) [21] and GDI (visual impor-
tance annotations for graphic designs) [14]. The experimental
results in Table 1 show a comparison of our saliency network
(Ours) with VisImportance [14]. We use the same evalua-
tion metrics as VisImportance for GDI datasets. Higher CC,
lowerRMSE and higherR2 are better. Our saliency network
improves performance in GDI datasets. The textual layout re-
sults are shown in Table 2. We observe that GDI outperforms
SALICON, since the annotations in the GDI dataset are bet-
ter aligned with the boundaries of the element. Therefore, we
select GDI dataset to train our saliency detection model.
Deep Scoring Network: There are many datasets for image
aesthetics assessment, such as the AVA dataset [22], which
contains a score distribution of approximately 255,000 im-
ages. However, most of the datasets are curated for the assess-
ment of the composition and aesthetic quality of photographs,
which are not applicable to our task of evaluating textual lay-
out results. Hence, we construct a dataset of good and bad
results (each class has 120 training images and 30 testing im-
ages). For good results, we use the keywords “good”, “beau-
tiful” and “poster” in the Google image search engine and
select results satisfying the criteria of having text over natu-
ral images. For bad results, we generate a synthetic dataset
automatically.

4.2. Results

Text with multiple sizes: The acceptable range of lines for
users’ input text is from one to five lines. Hence, it is nec-
essary to assign multiple sizes to different lines. For exam-
ple, subtitles are often smaller than the main title in posters.
Our method can incorporate the user-specified input as a con-
straint. If users input n lines of texts, we consider all lines as
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Fig. 5. Textual layout comparison of our SmartText model
with VisImportance [14], ARKIE [23] and the ground truth.
Our SmartText model is able to generate harmonious textual
layout in various actual scenarios with better performance.

a whole grid, whose ratio is defined as:

RatioT =
max(Len(text))

1 +
n∑

i=2

σi

(6)

where max(Len(text)) is the maximum length of all text,
and σi is the ratio of the main title to other lines. The results
are shown in Figure 5.
Text with mask: In natural images, designers tend to put text
in well-defined regions with uniform color and texture. How-
ever, in some cases, the background images have a strong
color contrast and complex texture. Therefore, we propose
a method to judge whether it is necessary to apply a mask
behind the text, which helps obtain clearer visual effects.
We calculate the maximum number of pixels in each con-
nected important region npmax in the probabilistic density
map PDM and use the following formula to judge:

npmax <
W ×H
µmax

(7)

where µmax is the acceptable maximum scaling coefficient.
W ×H is the resolution of the given natural image Mi. The
results are shown in Figure 6.

5. EVALUATION AND DISCUSSION

To evaluate the effectiveness of our SmartText model, we
design several evaluation methods, including qualitative and
quantitative analysis. We collect a new set of good textual
layout results (50 images) and remove the existing text from
these images. Thus, the background images obtained can be
used for evaluation. Those removed texts are regarded as the
ground truth. We compare our method to VisImportance [14],

(a) Input (b) Saliency map (d) With mask (e) Without mask(c) GT

Fig. 6. Text with mask. The mask can help to obtain clearer
visual effects when the background image has a strong color
contrast and complex texture.
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Fig. 7. Results of the visual effect analysis. Left is user
scores, and right is aesthetic scores. The results indicate that
our method can gain higher scores in both user study and im-
age aesthetics assessment.

in which only visual saliency is considered, and an existing
smart poster design tool ARKIE [23].
User Study To evaluate the global visual effects of the re-
sults, we select 20 images from the textual layout evaluation
dataset and recruit 30 users to give a score for the 3 methods
of generating results: VisImportance [14], ARKIE [23] and
ours. Scores range from 1 (worst) to 5 (best).
Image Aesthetics Assessment In natural images, designers
tend to put text in well-defined regions, such as regions with
uniform color and texture, and good composition. Hence, the
text-level image regions should gain high aesthetic scores.
With this consideration, we use the NIMA model proposed
by Talebi et al. [24] to assess the image aesthetics. NIMA
contains a convolutional neural network that can predict the
distribution of human opinion aesthetic scores. We crop the
text-level image region and feed it into NIMA. Then we can
obtain the predicted aesthetic scores for local visual effects.
Benchmark Evaluation With the good textual layout re-
sults as the ground-truth, we use the root-mean-square-error
(RMSE) as the quantitative evaluation metric defined as fol-
lows:

RMSE =

√√√√ 1

N

N∑
i=1

(Si − Sgt
i )

2
(8)

where N is the number of evaluation results, Si is the gen-
erated results of our SmartText model, which can represent
two metrics: text position and size. For position, Si indicates
top-left corner coordinates. Sgt

i is the corresponding ground
truth. A smaller RMSE value indicates a smaller error.



Table 2. Benchmark Evaluation
Method Position Size

VisImportance [14] 0.682 0.584
ARKIE [23] 0.461 0.480

Ours
SALICON 0.334 0.466

GDI (no Sco.) 0.316 0.458
GDI (Sco.) 0.288 0.426

Discussion Figure 7 shows the average user scores in user
study and aesthetic scores in image aesthetics assessment.
Our method is rated higher than others, which indicates that
our textual layout results can get more harmonious visual ef-
fects in both global and local views.

In Figure 5, we find that ARKIE may simply use tem-
plates and lacks consideration of image content. Moreover,
if we simply consider visual saliency and put the text on the
most unimportant area, the text may be placed too close to the
image edge in contrast to some aesthetic rules (Figure 5(d)).
Thus, our content-aware learning-based framework is effec-
tive, as Saliency Network incorporates semantic features and
Text-Region Proposal helps with visual perception princi-
ples. Table 2 shows a comparison of our method, VisImpor-
tance [14] and ARKIE [23] in benchmark evaluation. We can
find that our method outperforms others in terms of both text
position and size measures (2nd, 3rd and last rows). Since it
is hard to decide the accurate text size without Scoring Net-
work, we first generated candidate results with multiple text
sizes and select randomly (2nd, 3rd and 5th rows). Compared
5th row with 6th row, the results imply that Scoring Network
can help with the optimation of both text position and size.

6. CONCLUSIONS

In this paper, we present a new content-aware textual layout
approach for visual text-image design. We design a feasible
framework to place the text in a suitable location according
to the requirements of the human vision system. We also of-
fer some reasonable evaluations to compare our method with
several baselines and a commercial poster design tool. The
presented work can be applied to poster and advertisement
design. Another potential direction of exploration is to gener-
ate watermarks for images.
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